
Research Data Management Website 

Sian Dodd, Research Services 



Grant  
Proposal 

Å Online RDM prep tools 
Å Tailored face-to-face advice 
Å Online advice 

Å   Research 
Facilitators 
Å    DataFinder 
Å    Domain-specific 
IT support 
Å   Librarians 

 

Award/Offer 

Research data issues may at this 
stage be influenced by:  
ÅCollaborative agreements 
Å Sub-contracts 
Å MTAs 

Å   RS Contracts team 
Å    Legal Services 
Å    IP Rights  
Å    Isis Innovation/OUC 

Conducting the 
Research 

RDM issues: 
ÅCollection 
Å Management 
Å Storage/Retrieval 
Å Back-up 
Å Collaborative 
 environments 

Å    ORDS/DAAS 
Å     StAAS 
Å     Local ŘŜǇǘΩƭ  
Å     DataStage 
Å    9ȄǘΩƭ ς UKDA or   
Colwiz 
Å     HPC and VM 

hosting 

 

 Publication  
Publisher may require 
details re data or 
deposition of data: 
Å Data deposit 
Å Metadata deposit 
Å Metadata  defines t&c 
for access 

Data Curation & 
Accessibility  

ÅNon-digital data ς making 
it shareable if requested 
 

Dphil thesis 
Å Link /integrate with 
existing  policy 
requirements (ORA) 

ÅDataFinder  - harvesting 
metadata and offering a catalogue 
ÅSymplectic 
ÅDataBank & ORA 
ÅLibrarians skilled in RDM 

-University responsible for data 
curation  
-University responsible for data 
preservation for 10+ years 
- Data available open access 
where possible 

Funder requirements: 
Å List of data holdings 
ÅList of access requests 
Å Metadata ς online, 
defining availability, 
location and data 
access rights  
Å Data locale & type 
Å May require data 
deposit in specific 
location 

To meet EPSRC 
expectations, 

University needs to 
know: locale and 

type of data ς έǘŜƭƭ 
ƻƴŎŜέ ŀǘ Ǉƻƛƴǘ ƻŦ 

greatest motivation 

Å DataFinder 

Å  DataBank 
Å ORA 
Å Data librarians 

 

Pre-
Proposal 

To meet EPSRC expectations, 
University needs to ensure 

preservation & curation of ALL data for 
10 years (not just data held at Oxford).  
This links to collaborative agreements 

at the Offer stage. 

ñ..AND DO YOU HAVE 

DATA?ò... 

 

- SYMPLECTIC:  Linked 

to grant details, could 

trigger request for data 

automatically at 

publication stage  

- DAMASC:  data 

deposition request at 

article submission 

(JISC/OUP/Ox) 

- DATAFINDER: starting 

pt  

Visual representation of stages in Research Lifecycle ς data issues and support available 

Stage in Research Lifecycle 

RDM issues a researcher may 
think about 

Tools or services offering support 

Å  Inter-disciplinary 
working 
Å   Scoping data 
support services 
Å   Collective 
working and data 
sharing to 
generate ideas and 
determine 
feasibility 

Å   DMP Online 
Å   RDM Website 
Å   Research 
Facilitators and RS 
Å  SRFs etc 

 



Visual representation of stages in the Research Lifecycle ς  
data issues and support available (where there is no external research grant funding) 

Project plan 
(or internal 
proposal) 

Award/Offer Conducting the 
Research 

 Publication  
Data Curation & 

Accessibility  

Pre-
proposal 

Å Scoping data support 
services 
Å Collaboration/collective 
working  
 
 Å   DMP Online 

Å   RDM Website 
Å   Research 
Facilitators 
Å  SRFs etc 

 

Stage in Research Lifecycle 

RDM issues a researcher may 
think about 

Tools or services offering support 

RDM issues: 
ÅCollection 
Å Management 
Å Storage/Retrieval 
Å Back-up 
Å Collaborative 
 environments 
- Emails/lab notebooks 

Å    ORDS/DAAS 
Å     StAAS 
Å     Local ŘŜǇǘΩƭ  
Å     DataStage 
Å    9ȄǘΩƭ ς UKDA 
or   Colwiz 
Å     HPC and VM 

hosting 

 

Research data issues may at this 
stage be influenced by:  
ÅCollaborative agreements 
Å Sub-contracts 
Å MTAs 

Å    Legal Services 
Å    IP Rights  
Å    Isis Innovation/OUC 

ñ..AND DO YOU 

HAVE DATA?ò... 

 

- SYMPLECTIC:  

ósafety netô for data 

capture  

- DAMASC:  data 

deposition request at 

article submission 

(JISC/OUP/Ox) 

- DATAFINDER: 

starting point 

Å Online RDM prep tools 
Å Tailored face-to-face advice 
Å Online advice 

Å   Research Facilitators 
Å   DataFinder ς the 
catalogue for research 
data in Oxford 
Å    Domain-specific IT 
support 
Å   Librarians 

 

Publisher may require 
details re data or 
deposition of data: 
Å Data deposit 
Å Metadata deposit 
Å Metadata  defines t&c 
for access 

DPhil thesis 
Å Link /integrate with 
existing  policy 
requirements (ORA) 

ÅDataFinder  - harvesting 
metadata and offering a catalogue 
ÅSymplectic 
ÅDataBank & ORA 
ÅLibrarians skilled in RDM 

- How do we cater for non-externally funded 
researchers at Oxford?  Are expectations of 
researchers different? Do  such researchers 
have adequate support/funding for services 
available? 
- Good RDM practice would suggest that 
researchers should provide information as to 
where and how their data is stored. 

ÅNon-digital data ς making 
it shareable if requested 
Å Ensuring long-term 
access to data 
 

Å DataFinder 

Å  DataBank 
Å ORA 
Å Data librarians 

 



X5 

Glenn Swafford, Research Services 



X5 Project  

Á Delivery of a Research Costing, Pricing and Approval tool 

 

Á To be used by Departments, Research Services  

and Research Accounts 

 

Á Replacement for Resolve (Resolve was developed in 1991 and 

adapted in 2005 to try to meet Full Economic Costing (FEC) 

requirements) 

 

Á Joint project with the University of Cambridge and  

 

Á Senior Project Manager: Denise Conway, BSP 

 

Á Yes, the Project is named after  

the Oxford to Cambridge bus 



    Core Stream, plus local implementation 

 



Timelines at Oxford  

7 Sep 

Core X5 
Project 
Accepts  
the 
Software 

10 Sep 

Installation, 
Test 
Configured 
System,  
UAT (22.10-
2.11), Early 
Adopters 
Training 
(12.11-23.11) 

26 Nov  

Early Adopters 
Go-Live  

Representative 
selection of 
volunteer 
departments 
plus all of 
Research 
Services 

21 Jan 

Start of User 
Training  

18 Feb  

Full Go-Live 

Subject to stage by stage approvals by the Project Board 

See http://www.x5project.net/oxford_staff/#d.en.67287 

http://www.x5project.net/oxford_staff/


Data Management Planning Online 

Neil Jefferies, Bodleian Libraries 



Back up, archiving and  

Storage as a Service 

Peter Jones, OUCS 



Digital Infrastructure to Support 

Research 

Storage-as-a-Service and 

Backup/Archiving 

ÅSupport Data 

Management during 

Research Project 

(specifically data security) 

 

ÅTwo prong approach 

 

ÅUSB Disks, Laptop 

Hard Drives and other 

local solutions 

 

 

ÅExtra large storage 

needs 

HFS Backup 

HFS Archive 

StaaS 



Digital Infrastructure to Support 

Research 

Storage-as-a-Service and 

Backup/Archiving 

HFS Backup/Archive 

Å Core service for 15 years 

Å Holds 1.5PB backup and 70TB 

archive 

Å Secure ñhiddenò data 

Å Archive = extended storage 

not curation 

 

Storage-as-a-Service 

Å 2 POCs in development 

Å Feedback from private cloud 

Å Alternative to local consumer-

grade storage (USB Disks, 

consumer/SMB NAS) 

Å Reliable, robust and secure 

Å Turn-key for end user 

 



Digital Infrastructure to Support 

Research 

Development needs (StaaS and HFS) 

HFS Backup/Archive 

Å Already production service 

Å Standard requirement for 

maintenance development 

Å Promotion to research base 

 

Storage-as-a-Service 

Å Decision point after POCs 

Å Need to develop service 

Å Consider charging model 

Å Promote 

Å SRF  

 



The Online Research Database 

Service (ORDS) 

James A J Wilson 

James.wilson@oucs.ox.ac.uk 

Friday 13th July, 2012 

mailto:James.wilson@oucs.ox.ac.uk
mailto:James.wilson@oucs.ox.ac.uk




ORDS ï Current Status 

Å Core functionality complete & demonstrated in March 2012 

BUT... 

Å Original development platform (JBoss5) no longer supported 

by Oracle, requiring migration of the DaaS software 

Å Software migration should be complete October/November 

2012 

Å ORDS Maturity Project follows on 

ï Launch and support service 

ï Implement new functionality (e.g. Images, sound, & video) 



Intended Service 

Å ORDS to be offered as an SRF 

Å Projects must pay to use service 

after an initial trial period 

Å Run on a cost-recovery basis 

Model  CPU  RAM  Storag

e  

Price per 

annum  

Anticipated 

demand  

Regular Oxford-hosted  ½  1GB  25GB  £600  80%  

Large Oxford-hosted  2  4GB  100GB  £2,000  20%  

Regular Nationally-

hosted  

½ 1GB 25GB n/a  -  

Large Nationally-hosted  2  4GB 100GB n/a  -  

Custom  ?  ?  ?  ?  -  

Fixed 

costs  

Variable Costs  

ORDS service  £142,717  c. £10k per 100 

projects above first 

100 

Oxford Private Cloud 

Costs:-  

    Capital costs  £32,250 c.£8k extra per 100 

VMs above initial 

400 capacity  

    Service costs  £73,900 

    + software licences  c. £40-£80 per VM 

TOTAL £248,867 

Role  FTE  

Systems admin & monitoring  0.2  

Technical development  0.4  

OSS Governance  0.1  

Platform upgrades etc.  0.2  

Adding and supporting new IaaS  6-7 weeks pa 

Updating training & documentation  0.1  

Training researchers, staff, & support  0.1  

Helpdesk support 2nd/3rd line  0.1 per 100 projects  

Helpdesk / operations issues relay (1st year only)  0.2  

TOTAL 1.4 + FTE 



COLWIZ  

David Gavaghan 



Digital Infrastructure to Support 

Research 

Collaboration around Data is complex 



Digital Infrastructure to Support 

Research 

colwiz Platform ï Integrating Data 

Management and Sharing in Research 

Process 



Digital Infrastructure to Support 

Research 

Colwiz Storage ï  Features and Demo 

Colwiz Storage 

ÅEasy to use web-based 

interface 

Å Integrates with Research 

Tools and Research 

Process 

ÅSharing within and across 

departmental and 

organisational boundaries 

 

 

Security and Backup 

ÅBacked up in the cloud 

ÅSecure and encrypted 

with 256-bit Advanced 

Encryption Standard, one 

of the strongest security 

mechanisms available. 

 

 



Cloud computing and NSMS services to 

support research activities  

 

Jon Hutchings 



Cloud and Services from NSMS  

Topics: 

Private Cloud 

Virtual DataCentres 

Virtual Machine Rental  

Other NSMS services for Research 

 

22 



Private Cloud 

Scalable Resources + Self service + Isolated 

Multiple Tenants = Cloud 

Makes IT costs very predictable. 

Costs are very apparent, no hidden charges. 

Ideal when working out research funding.  

Traditionally required outsourcing outside the 

university.  

23 



Private Cloud  

Your Private Cloud: 

Built on industry leading VMware technology  

Secure isolated multi -tenant environment  

Full reporting of resource utilization  

Designed to work with other institution 
clouds in the future  if desired.  

Scalable services from small research 
projects to large faculty facilities  

Your research is precious ð why risk it? 

24 



Service: Virtual DataCentre (VDC) 

A scalable pool of resource (compute, 

storage) to provision virtual machines from.  

A secure and resilient environment  

A predictable cost IT platform  

Ideal if you want to provision 8+ systems  

 

25 



VDC Pricing 

 

Small 

Å 10 GHz, 20GB RAM, 500GB storage 

Å £330 per month  

Medium 

Å 20GHz, 40GB RAM, 1TB Storage 

Å £660 per month 

Large 

Å 30GHz, 60GB RAM, 1.5TB storage 

Å £990 per month 

 

 

All sizes get a individual subnet of 16 (11 useable) public ip addresses, more 
by negotiation.  

Also registered as a small research facility ð contact us for SRF prices  

26 



Service: Virtual Machine Rental  

One or more virtual machines, can be scaled to 
meet your requirements  

Ideal for short term projects.  

Predicable costing helps with funding 
application.  

Ideal for replacing 1 to 5 systems.  

Only pay for the systems during the phase of 
your research that requires them.  

Your research is precious ð why host it on a PC 
on your desk? 

 
27 



 Virtual Machine Rental Pricing  

£35 per month  

2GB RAM 

1 vCPU 

50GB storage 

1 Network connection  

 

28 



NSMS Services to support Research 

Full management of individual or multiple 

server systems (Windows / Linux /Mac OS X) 

Website Hosting 

Firewall management  

VMware consultancy  

Managed OS X Desktop service 

many moreé see www.oucs.ox.ac.uk/nsms 
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Supercomputing Services and óDataô  
 
High Performance Computing 

(HPC-SIG-Oxford) 

Dr Andrew Richards 

 Oxford Supercomputing Centre 

 Oxford e-Research Centre 

14 September 2010 

Page 30 



Oxford Supercomputing Centre Resources 

ÅData Centre located at IAT Begbroke Science Park. 

ï1MW power currently provisioned. 

ïAbility to house 55 racks at 11KW per rack. 

 

ÅMixture of HPC services including standard x86 based clusters, GPU 
enabled service, and a large 1TB shared memory service. 

 

ÅLarge local storage 400TB usable, to support researchers activities on 
OSC resources for the lifetime of their project. 

 

ÅGateway to e-Infrastructure South regional resources. 

 

ÅProvide dedicated support and training activities. 

 



Supercomputing Services: HPC / Advanced Research Computing 

ÅA very distributed HPC structure across Oxford. The HPC-SIG-Oxford group acting 

as a representative body of the HPC community. 

 

ÅOxford Supercomputing Centre is just one ócentralô provider of HPC. OSC is not the 

largest provider of HPC. There are significant HPC providers in many other 

departments. 

 

ÅWe are all producers and consumers of data from internal and external sources. 

 

ÅSupport research projects with internal and external collaborators. 

 

ÅAll adopting different approaches for service provision, especially data storage and 

associated policies for access, management, retention etc. 

 

 



Data Management / Data Provision / Data Requirements 

ÅData stored at multiple locations around the university. 

ïSize range from few TB to ~1PB (and growing) 

ÅAt present provide only short term data storage (project lifetime) 

ÅEver increasing storage demands and requirement to retain (but where?) 

ÅRelies on good network connectivity to move large amounts of data.  

ïWho will commit to funding network improvements?  

ïWhere are the network improvements required?  

ïShould there be a separate research computing network to connect the few key HPC sites in the university? 

ÅNeed for better large-scale backup and archiving facilities. We would all prefer not to run this 

infrastructure ourselves. 

ÅProjects range from many (millions) small files (MB), to those with few large files (TB) 

ÅNeed standards based services for data management, data collection, data curation. 

ÅMetadata largely ignored at the moment by the HPC providers. 

ÅNeed to collaborate with external partners/institutes. 

ÅNeed Secure storage for certain research disciplines 

ÅAlready using data repositories that are external e.g. EBI, Nerc datacentres, etc. 

 

 

 

 

 

 



Datastage 

Neil Jefferies, Bodleian Libraries 



DataFinder 

Neil Jefferies, Bodleian Libraries 



DataFinder 
¢ƘŜ ƪŜȅǎǘƻƴŜ ƻŦ hȄŦƻǊŘΩǎ wŜǎŜŀǊŎƘ Řŀǘŀ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ 

ÅCatalogue/Registry of research data by Oxford 
researchers 
ÅRecords only / minimum core metadata set 
ÅDissemination 
ÅDiscovery 
ÅCitation 
ÅLocation 
ÅIrrespective of format or discipline 
ÅCompliance with funder requirements 
ÅReporting & business intelligence / CERIF 
ÅHierarchical model 

 



Points of note 

ÅExpected to be available from late Spring 2013 

ÅSustainability beyond project to be defined as 
part of Damaro project  

ÅNeed agreement to implement and manage 
policy for deposit of details of datasets into 
DataFinder 

 

DataFinder 



Requirements to reach full production quality 

ÅThe first release production service will be covered by a 
JISC funded project 

ÅFurther development will be required to implement 
additional features and functionality 

ÅStaff will be required to run the service as part of the 
Bodleian [ƛōǊŀǊƛŜǎΩ digital services 

ÅStaff requirements are expected to include developer 
time (for continuing maintenance and metadata 
harvesting) and  helpdesk within Bodleian Libraries 

ÅEstimated a proportion of a software developer plus 
helpdesk staff 

DataFinder 



Databank 

Neil Jefferies, Bodleian Libraries 



Databank 

Databank 

ÅData analogue of ORA 

ÅAn online archive of research data produced by 
members of the University of Oxford 

Å5ŀǘŀ ŘŜŦƛƴŜŘ ŀǎ άǊŜǎŜŀǊŎƘ ƻǳǘǇǳǘǎ ǘƘŀǘ ŘƻƴΩǘ Ŧƛǘ ƛƴ 
hw!έ 

ÅCƛƭŜ ŦƻǊƳŀǘ ŀƎƴƻǎǘƛŎ όƛƴŎƭǳŘƛƴƎ άǇŀŎƪŀƎŜǎέύ 

ÅHas existed underneath ORA for a couple of years 

ÅProvides storage/preservation as well as 
discoverability/cite-ability 

   



Databank 

Points of note 

ÅSignificant progress under JISC DataFlow project 

ÅParallel development to DataFinder 

ïSimilar codebases at the metadata/UI level 

ÅExpected to be available from late Spring 2013 

ÅSustainability beyond project to be defined as part of 
Damaro project  

ÅNeed agreement to implement and manage policy 
for deposit of datasets into Databank 

ÅάtǊŜǎŜǊǾŀǘƛƻƴέ ƛǎ ŀƴ ƻǇŜƴ-ended commitment 



Databank 

Requirements to reach full production quality 

ÅFunctionality and thus ongoing development closely linked to 
DataFinder 

ÅStaff will be required to run the service as part of the Bodleian 
[ƛōǊŀǊƛŜǎΩ ŘƛƎƛǘŀƭ ǎŜǊǾƛŎŜǎ 

ÅAs yet unclear but expected to include developer time (for 
continuing maintenance and metadata harvesting) and  
helpdesk within Bodleian Libraries 

Åestimated a proportion of a software developer (estimated 
Grade 7 for 0.5 FTE) plus helpdesk staff. (estimated Grade 5 
for 0.2 FTE) 

ÅCost model for preservation needs to be developed 



Symplectic 

Peter Ibberson, PRAS 



Symplectic Elements ς DESCRIPTION 

SYMPLECTIC  ELEMENTS 
 

ω Database relating Research Outputs metadata to Authors and Funding Sources 

ω Subscription (£26kpa) from external supplier: Symplectic Ltd (Macmillan Publishers) 

ω Managed by UAS Planning and Resources (PRAS) for REF2014, since mid-2008. 

 

ω Automated gathering of Outputs metadata from external publications databases (Web of 

Science, Scopus, PubMed, etc.), plus Manual data entry and import 

ω Low burden verification workflow for Authors. Admin tools for unit/division/institution level 

support, reporting and analysis (including bibliometrics) 

ω Well documented API for data feeds to other services (e.g. PINFOX) 

ω Incorporates Sherpa/Romeo copyright management and ORA connection for full text deposit  

 

ω Principal focus is unit/division/institutional research management needs 



Symplectic Elements - STATUS 

STATUS 
 

ω Used by MPLS, Humanities and MSD academic units (SSD use DAISY) 

ω Provides data to NDM, NDORMS and DPCHS websites and DBs. Other MSD departments soon.   

ω 130,000+ verified Research Output records at 10 July 2012 

ω 1,873 unique user logins since March 2012 

 

ω Widespread adoption by researchers and administrators in science and non-science disciplines 

ω REF-imperative has driven engagement. Low subscription cost and devolved account management 

makes Symplectic a ready pathway for meeting institutional Research Information needs (e.g. ROS) 

ω Ψ/9wLCΩ aƻŘǳƭŜ ŀŎǉǳƛǊŜŘ ǘƘƛǎ ƳƻƴǘƘΣ ŜƴŀōƭƛƴƎ DǊŀƴǘǎ ƻōƧŜŎǘ ƳŀƴŀƎŜƳŜƴǘΦ ²ƻǊƪŦƭƻǿ ƛƴ ŘŜǾŜƭƻǇƳŜƴǘ 

to allow Research Outputs to be associated with RCUK Grants, to meet ROS requirements 

 

ω PRAS assures System Administration / user support to the end of 2013 (the REF2014 submission) 

 

 



Research 
Staff 

(MPLS, MSD, 
Humanities) 

 
 

Admin 
Staff 

Public 

Symplectic Elements - VISION 

VISION  (only Symplectic data connections are shown) 

SYMPLECTIC 
ELEMENTS 

DAISY 
(SSD) 

Reporting 
RCUK Research Outcomes 
REF2014+ 

Benchmarking 
(e.g. Snowball) 

OXFORD 
RESEARCH 
ARCHIVE 

Department 
Systems 

(e.g. Websites) 

Internal analysis 
and planning 

British Library / 
Bodleian catalogue 

Matrix / BI 

External 
Databases 

(Web of Science, 
PubMed, Scopus, 

ArXiv, DBLP, RePEc, 
CiNii) 



Oxford Research Archive 

Sally Rumsey, Bodleian Libraries 




